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ten thousand times and fifty thousand times, 
respectively. VAR1~3 are three versions of 
state-of-the-art program [1]. 

VI. CONCLUSION 

In this paper, we try to apply MCTS to the 
game of Chinese dark chess by changing tree 
structure of flipping actions. This method 
makes the flipping actions and the moving 
actions can be measured by the same way. The 
experiment results demonstrate that our 
method is efficiency. In addition, we only use 
one domain knowledge in simulation stage, 
and also obtain good result. Moreover, our 
program, Diablo, won the gold medal in 
Chinese dark chess at the TCGA computer 
game tournament which took place from June 
25th to 26th 2011 at Tainan, Taiwan [9]. 

In the future, we will try to use RAVE [10], 
and add more domain knowledge to our 
program. We believe those techniques can 
improve the strength of our program greatly. 
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